M nutes of 1394 PW5 Meeting
-- May 18-19, 1998 - Crystal Gty, VA --

1. Meeting Attendees
Takashi |soda Canon (DO Project)

At sushi Nakanmura Canon
AKi hi ro Shi mura Canon

Lee Farrell Canon Info Systens
Pet er Johansson Congruent Sof t war e
Geg LeCair Epson

Fum o Samitsu Epson

Fum o Nagasaka Sei ko Epson

At sushi Uchi no Sei ko Epson
Bri an Batchel der Hew ett Packard

Al an Ber kema Hew ett Packard
Scott Bonar Hew ett Packard
Lauri e Lasslo Hew ett Packard
G eg Shue Hewl ett Packard
Jerry Thrasher Lexmar k

Don Wi ght Lexmar k

John Full er M crosoft

2. Admnistrivia

Don Wight gave the next 1394 PW5 neeting details:
* July 6-7

* Monterey Marriott

* Monterey, CA

Geg LeCair presented the neeting goals and proposed agenda topics:
* I ntroductions

* pl212r activities
* | P over 1394

* SBP- 2

* | maging Profile

* Dynam ¢ LUNs

* Config ROM

* Command Set

3. pl212r Activities

Greg LeC air suggested that the | EEE 1212 neeting could be co-located in
Monterey with the next 1394 PWG neeting in July. This will be proposed
to the 1212 group.

3.1 FDS

At sushi Nakanmura gave a presentation on the Scope and Cbjectives of FDS.
He reviewed the past activity of the 1212 group and its progress. At the
| ast neeting there was a new concept raised about D scovery.

He explained that there is a need for Function D scovery because we need
a conmon, protocol/bus independent nethod for finding and describing a
function in a nulti-device (node) topology. This concept was approved as
a need by the | EEE MSC. FDS was adopted as part of Sony's SDD proposal .

The objective of the Function D scovery schenme is to provide a unit
(protocol) independent nethod for (initial) Function D scovery.

"Di scover the gross functions first, then their supported protocol s-and
further function description.” This approach is can be in addition to
ot her methods of function discovery, and is not intended as the only
nmet hod.

Scope of FDS:
1. Provide gross functional information



2. Provide pointers to associated directories
3. Provide detailed information about the function

3.2 PDS

At the last 1212 neeting, a new concept called Profile D scovery System
was proposed. According to Nakanura-san, a Profile describes a
particul ar set of ROMinformation, including details about the function
description, nodel information, protocol description, and other

i nformation. Nakamura-san stressed that the information of FDS is

ort hogonal and i ndependent of the PDS information. The two nethods
shoul d not be viewed as conpeting alternatives, because in fact they
achi eve different goal s-and coul d even co-exist together in the sane

i npl enent ati on. (Nakamura-san even identified that a Profile directory
coul d possibly be pointed to fromthe Function directory, but he was not
necessarily suggesting this.)

Nakamur a- san bel i eves that a drawback of the Profile schene is that
there will be a huge nunber of different Profile IDs to represent each
uni que conbi nation of device information. This will create an
unreal i stic amobunt of overhead to mamintain within a device.

Sunmary points:

* Protocol independent Function Di scovery is necessary

* PDS and FDS have different objectives-they are not alternatives to
each ot her

Nakamur a- san provi ded several possible exanples on how the Function
Directory could be used for certain applications. As a preface to his
exanpl es, he showed a di agram descri bing the connections of several 1212
directories, including:

* Root Directory

Vendor Directory

Unit Directory

Function Directory

Function Affinity Directory

Function Information Directory

L I I

Nakamura-san's slides will be posted on the website.
3.3 More PDS

Greg LeCl air provided nore background on the PDS concept that was

di scussed at the last 1212 neeting. He said that several of the ideas
were simlar to the FDS proposal, but used different nanes. A Profile
Pointer points to a Profile List ID which points to a Profile ID which
points to a Feature. According to LeC air, the Profile IDis simlar to
the Spec ID.

Bri an Bat chel der asked why PDS was rai sed. Greg said that sonme peopl e
felt that FDS did not adequately (efficiently?) address the Affinity
Directory and Function Information Directory details. The PDS concept
was the result of discussions for considering a different approach to
deal with these shortcom ngs. However, so far no one has volunteered to
take responsibility for devel oping the PDS concept into a detail ed,
formal proposal

4. SBP-2

Fum o Nagasaka distributed a copy of a Wite Paper on SBP-2 Printing
under Existing Consuner PC Qperating Systenms. He says that 2 or 3
Qperating Systens will be offering SBP-2 support this year (Wndows and
Maci ntosh.) He believes that Mcrosoft will have a beta available for
Wn NI 5.0 later this summer.

He di scussed how it is possible to provide upward conpatibility with the



1394 PWG future standard. He believes the existing driver stack will
al l ow for support of 1394 PW5 st andard.

Accordi ng to Nagasaka-san, the 1394 PWs target shall provide a second
LUN in configuration ROM and NT 5.0 SR1 shall |oad a "1394 PW5 LUN
controller.”

During the discussion, Brian Batchelder said that as of |ast week,
M crosoft has nodified their intended inplenentation. They will now
support nore than just LUN 0. Additional LUNs will also be supported.

Brian cautioned the group that we should not depend on existing el enents
within Wndows to remain the same in Wndows NT 6. 0.

Nagasaka-san's presentation will be posted to the web site.
5. PWs O/ PWG Joi nt Meeting

The next PWG-C neeting will be a joint nmeeting with the PWs and is

pl anned for June 9 (and 10 if necessary) in the Tokyo area. It is
currently being proposed as a 1394 DSI WG "off-cycle" neeting, but this
has not yet been confirned. It is expected to get final agreenent on
DPP, foll owed by a subm ssion for vote at the July DSI neeting.
Unfortunately, this neeting is in conflict with the next pl212 neeting
that is scheduled for the same days. It was suggested that perhaps the
PWG- C neeting could be re-scheduled (to the foll owi ng week?) to all ow
people to attend both nmeetings. Another alternative suggested was to
hold a video or tel ephone conference to enable participation at both
nmeeti ngs.

Nakamur a- san cont act ed Shi noda-san (PWG C chai rman) about the
possibility of changing the neeting time to June 16 and 17. Any of the
PWG nenbers that can attend should contact Nakanura-san and | et hi m know
as soon as possible.

6. Imaging Profile

Al an Ber kema expl ai ned that many updates have been nmade to the current
draft of the Imaging Profile. The docunent is still mssing a section
for the Command Set.

Sone of the material in the Profile docunent is redundant wi th other
material in the SBP-2 and | EEE 1212 docunents. It was suggested that

t hese sections be renoved and repl aced by a reference to the appropriate
docunent .

6.1 Dynam c LUNs

Al an di scussed his diagramon Dynanmic LUNs. The topic attenpts to
capture the discussion at the previous neeting that we use a Dynamc
Logical Unit scherme to nultiplex applications to device functions. For
exanple, in order to inplement a Multifunction Device (MFD) as a single
Unit Directory, sone type of multiplexing nust be done to make the

i ndi vidual functions of the device available to one or nore applications
si mul t aneously.

At the previous neeting, it was proposed that applications Login to LUN
0 and then receive the Dynam c Logical Unit that will be used for that
application's connection.

To hel p the discussions, it was suggested that the group agree on the
definitions for Service and Function. This turned out to be a difficult
task, and people agreed that there is sone overlap of termnology. For
exanpl e, sone inplenmentations may treat status as a Function whil e other
i npl enentations treat status as a Service. Proposed definitions were
generated, but not necessarily agreed to or finalized:



* Functions - capabilities |ike printing, faxing, nbdem conmunication
"Units", one-to-one mapping with device drivers

* Service - "Logical Unit"

"A capability provided by one protocol |ayer entity for use by a higher
| ayer or by a managenent entity."

"A subconponent of a unit that operates on a set of tasks independently
of other services, and is accessed by a the device driver software.™

Brian raised the issue of whether status and control span multiple
Functions/ Servi ces (such as printing and scanning in an MFD.) An
alternative exanple is to keep the status and control mnechani sns
separate for each individual Function/Service. It would be possible to
have all of themreport as busy if any one of themis active.

One possible nodel of a multi-drive CD device was described as two
separate entities: the actual drive and the CD changer (i.e. control)
mechani sm It was suggested that one LUN could be a "controller™ that is
responsi ble for (all) the other LUNs.

I f synchronization between Functions is necessary, this will have to be
done outside SBP-2. Once you need a separate synchroni zati on nechani sm
you may as well have it also be responsible for multiplexing to the
separ ate Functi ons.

Geg LeCair identified two different configurations for target nodels
of three separate functions (print, scan, fax) within a device:

* three separate nodes

* one single node multiplexed to three separate functions

Both of the above configurations led to an architectural nodel of a Root
directory pointing to a Unit directory (Function) pointing to a LUN
(Service).

In conclusion, the group determ ned that Dynami c LUNs are not necessary.
They did not want to nodify SBP-2 or create a "hack™ on top of it. In
order to support nultiple Logins fromthe sanme initiator to the sane
target on the sane LUN, you rnust provide a multiplexing | ayer above the
PWG profile that will provide this functionality.

6.2 Config ROM

The group agreed on the foll owi ng "NEEDs":

* General fornat

* Bus Information Block with unique EU -64

* Root Directory

* Modul e_Vendor _ID (and textual descriptor that provides a human
readabl e message that identifies the vendor)

* SBP-2 Unit Directory

At |east one Unit Directory

LUN O with Device type field

Unit_Spec_I D = 00609l h

Unit _SW Version = 010483h

* Vendor 1D, Mdel ID and textual descriptors (with informative annex
t hat di scusses inplenmentation considerations under Wndows O S and
adoption of Unicode for internationalization)

* pl394a enhancenents

* generate bits

* FDS

* Ok X

It was noted that the textual descriptors should not be used to
determ ne feature capability or behavior

The question of what QU wll be used for the conmand set Spec ID
remai ns as an unresol ved issue.

ACTION ITEM Geg LeCair will send the nodification notes for the CSR



section to Alan Berkema so that he can include themin the next Profile
draft.

6.3 Command Set

G eg Shue |l ed a discussion about the possible Command Set

consi derations. He shared several ideas that he has been thinking about,
sayi ng that he has not yet worked out a detailed proposal. He listed the
foll owi ng commands as |ikely candi dates:

* Send buffer

Get buffer

Set paraneter

Cet paraneter

L

The followi ng paraneters were identified:

* Read only: SND BUF cnd queue size

Read only: GET BUF cnd queue size

Read only: MAX SEND BUF data bl ock size

Read only: MAX GET BUF data bl ock size

Read/write: Unsolicited Status Enable Wite Tinmeout [7?]

* Ok X

NOTE: The itenms marked with "[?]" indicate questions by the group about
whet her it is necessary or not.

For each conmand:
* 1 byte for command and conmand result
* 1 byte for sequence nunber unique to comand [ ?]

Send buffer
32 bit length
1 bit out-of-band
1 bit end of nessage [7?]
1 bit abort nessage [7?]

Get buffer
32 bit length
1 bit out-of -band
1 bit end of nessage [7?]
1 bit abort nessage [7?]
1 bit nore data avail able

Get Paraneter and Set Paraneter
* 16 bit paranmeter ID (add QUI to paranmeter tag?)
* 64 bit paraneter value (paraneter list with tags?)

Al t hough Cross Login may not be necessary, is it the best solution for
peer-to-peer? A fewindividuals felt that we should not spend tine
expl oring Cross Login further

The group di scussed the possible needs for segnmentation and reassenbly
of single conmands that may span nore than one ORB buffer and issues
related to handling nultiple conmands within a single ORB buffer. If we
can depend on there only bei ng one nessage per buffer, there m ght not
be any need for the "end of nessage" bit.

The i dea of a sequence nunber for the buffer was rejected until soneone
could come up with a clear proposal for using it under error recovery
situations.

The group agreed that we should explain that the initiator should al ways
post a read as soon as it is able. Gven this policy, it is probably not
necessary to have a "nore data avail able" bit.

Pet er suggested that the parameters should be obtainable via Get
Parameter as a list. This could be achieved in a <tag, |ength, val ue>
(TLV) format. For Set Paraneters, the sanme TLV format coul d be used.



Each tag would identify a specific paraneter. Perhaps this could be
acconpl i shed.

Geg wll wite up the conclusions of the discussions about possible
command details and produce a draft docunment for review by the group

The ot her command set proposal that is still available for consideration
is the SHPT command set.

Pet er Johansson suggested that we consider reserving two bits in the ORB
for a "queue ID' that identifies one of four possible val ues:

00 Control (blocks; no forward progress until done)

01 Inbound (maxi mum depth NI)

10 CQutbound (rmaxi mum depth NO

11 Vendor - dependent (rmaxi mum depth NV)

*

L

The group felt that Peter's proposal was nore flexible, but a few people
were concerned that it creates unnecessary conplexity.

Peter later nodified his proposal to reserve only 1 "queue" bit. He al so
suggested that instead of tracking the maxi num depth of each queue, only
the total maxinmumis needed. As long as the initiator doesn't exceed
this maxi rum there will be sufficient roomto avoid bl ocking.

6.4 SHPT Conmmand Set

Shi mur a- san di scussed his |latest ideas for the SHPT Command Set. (The
draft document will be posted after he returns to Japan.) He presented a
di agram that introduces a "channel nmanagenent agent"” to the previous
SHPT draft. He listed four different command categori es:

* Handl ed by WRI TE executi on agent

Handl ed by READ execution agent

Servi ce dependent

Channel managenent commands

L

Each of the command formats was presented.

It was noted that one outstanding issue to be resolved is the nethod for
handl i ng "channelization." SHPT uses two queues per channel. (It nmay be
possi bl e to have many channel s per Login, but do we want it? No.) Can we
benefit by having nore than two queues?

6.5 Encodi ng

Greg Shue |l ed the discussion of how things should be encoded. The group
identified the follow ng itens:

CDB encodi ngs
1 bit queue identifier

7 bits command field (save range for vendor-dependent conmand)

24 bits QU

par anet er commands

8 bits paraneter identifier

par anmet er s

16 bits max "across both queues" (max task set size) - read-only

32 bits max data size per ORB (inbound) - read-only

32 bits max data size per ORB (outbound) - read-only

2 bits dupl ex node: bi-di, send only, receive only, off (reserved)

read/ wite

status bl ock

8 bits error code

32 bits r esi dual

1 bits tag field (out-of-band)



64 bits vendor - dependent i nformation
6.6 Draft Review

Al an Berkema wanted to review the updates to the Profile docunment that
were made to include the SHPT proposal. Geg Shue will work with Al an
and Shinura-san to nodify the Profile to include the Command Set itens
that were di scussed today. The updated docunent will be distributed via
e-mail for review prior to next nmeeting. There will be a "page-turner”
review of the next revision at the next neeting.

The group decided that unsolicited status will be considered
"out -of -scope” for the Profile docunent. Alan will renove the existing
material in the docunent on this topic.

7. SBP-2 Draft Update

Pet er Johansson announced that the | atest version of SBP-2 has now been
post ed.

8. Future Activity

Upcom ng 1394 PWsrel ated neetings are schedul ed as foll ows:
July 6-7

Mont erey, CA

Aug 17-18
Toront o, Canada

Sep 28-29
Charl eston, SC

Nov 9-10
Phoeni x, AZ

Dec 14-15
San Di ego, CA



